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ABSTRACT

Aim Models predicting the spatial distribution of animals are increasingly used in wildlife management and conservation planning. There is growing recognition that common methods of evaluating species distribution model (SDM) accuracy, as a global overall value of predictive ability, could be enhanced by spatially evaluating the model thereby identifying local areas of relative predictive strength and weakness. Current methods of spatial SDM model assessment focus on applying local measures of spatial autocorrelation to SDM residuals, which require quantitative model outputs. However, SDM outputs are often probabilistic (relative probability of species occurrence) or categorical (species present or absent). The goal of this paper was to develop a new method, using a conditional randomization technique, which can be applied to directly spatially evaluate probabilistic and categorical SDMs.

Location Eastern slopes, Rocky Mountains, Alberta, Canada.

Methods We used predictions from seasonal grizzly bear (Ursus arctos) resource selection functions (RSF) models to demonstrate our spatial evaluation technique. Local test statistics computed from bear telemetry locations were used to identify areas where bears were located more frequently than predicted. We evaluated the spatial pattern of model inaccuracies using a measure of spatial autocorrelation, local Moran’s I.

Results We found the model to have non-stationary patterns in accuracy, with clusters of inaccuracies located in central habitat areas. Model inaccuracies varied seasonally, with the summer model performing the best and the least error in areas with high RSF values. The landscape characteristics associated with model inaccuracies were examined, and possible factors contributing to RSF error were identified.

Main conclusions The presented method complements existing spatial approaches to model error assessment as it can be used with probabilistic and categorical model output, which is typical for SDMs. We recommend that SDM accuracy assessments be done spatially and resulting accuracy maps included in model metadata.

Keywords Grizzly bear, local indicator of spatial autocorrelation (LISA), model evaluation, resource selection functions (RSF), spatial analysis, species distribution.

INTRODUCTION

Owing to their diverse application and influence in conservation decisions, understanding species distribution model (SDM) accuracy, and particularly the variation in their accuracy across the study area, is critical. Mapped SDMs, which combine observed occurrences with geographical environmental data to predict species distribution, are a key conservation tool and are applied across a range of biogeographical scales (Olden et al., 2002; Araújo & Guisan, 2006;
A wide variety of approaches are used for the prediction of species distribution (Gusain & Zimmerman, 2000). Typically, SDMs compare species’ presence and species’ absence with environmental data to estimate various aspects of the geographical distribution of species (Lobo et al., 2010). Methods used to compute SDMs based on presence/absence data include the following: generalized linear models (GLM), generalized additive models (GAM), classification and regression tree analysis and artificial neural networks (ANN) (Gusain & Zimmerman, 2000; Brotons et al., 2004). The reliability of absences depends on the species characteristics (Hirzel et al., 2001), abundance (Kéry et al., 2009) and survey methods (MacKenzie & Royle, 2005). While researchers may determine plant absence with reasonable confidence, identifying absence sites for wildlife, especially highly mobile and cryptic animals, is troublesome (Boyece et al., 2002; Johnson et al., 2006).

As a result of difficulties in obtaining species absence data (Hirzel et al., 2002), the majority of species data currently collected consists of presence-only species records (Zaniweski et al., 2002) and have spawned SDMs structured around presence-only or presence-available data. Available species locations are defined as locations in the proximity of the species that are not currently being used. The most common method used to compute presence-only SDMs is based on environmental envelopes (e.g. BIOCLIM; e.g. Busby, 1991; Beaumont et al., 2005) that classify species presence locations, based on environmental conditions, in a multidimensional envelope within space (Pearce & Boyce, 2006) and assign a classification to all locations based on modelled presence or absence (i.e. species core or range (presence) regions and species absence regions – Beaumont et al., 2005).

For wide-ranging animals, a slightly different modelling approach has been applied that contrasts species presence to species available locations to assess how well a habitat is ‘used’ (Pearce & Boyce, 2006). Often based on radiotelemetry data (Frair et al., 2004), there are four main SDMs approaches based on presence-available data (Pearce & Boyce, 2006): (1) ecological niche factor analysis (ENFA – Hirzel et al., 2004), (2) case–control logic regression analysis (Keating & Cherry, 2004), (3) logistic discrimination model, approximated by a logistic regression algorithm (Keating & Cherry, 2004) and (4) resource selection function models (RSF – Manly et al., 2002). RSF models are of particular interest as have been frequently applied for characterizing species distribution and abundance (Boyece & McDonald, 1999; Nielsen, 2005), species interaction (Johnson et al., 2000) and species diversity (Nielsen et al., 2003).

Specifically, RSF models describe the relative probability of use for various resource units across a study area based on habitat characteristics (Pearce & Boyce, 2006). While RSF models can use presence/absence data, presence/available RSF models have been successful at modelling the relative probability of species occurrence for a variety of species (e.g. Noss et al., 2002; Johnson et al., 2004; Nielsen, 2005). With the growing popularity of presence/available species models (Thomas & Taylor, 2006) and the increasing availability of
spatial data (Beale et al., 2010), advanced model evaluation techniques have become necessary (Hirzel et al., 2006).

Though SDM researchers have identified the need to address spatial effects (i.e. Lobo & Martin-Piera, 2002), spatially explicit assessment of SDM model accuracy is not standard. In part, this dearth of spatial assessments is because many of the methods available for spatial analysis require quantitative data, especially when analysis is local or mappable. However, SDMs outputs are probabilistic and often partitioned into categories of presence and absence. For instance, SDM may group species probability of occurrence, based on a threshold of 0.5, into two categorical outputs: species presence and species absence (Wilson et al., 2005). A local spatial SDM accuracy assessment method is needed that can be applied to probabilistic and categorical SDM outputs.

We demonstrate a spatially explicit approach to quantify and map spatial variability in predictive success of categorical SDMs, using a case study for grizzly bears in the eastern slopes of the Canadian Rockies. Our model validation method is based on a presence/available RSF model but can be applied to all types of SDMs. We mapped locations where observed grizzly bear use was greater than expected based on the RSF model. To do so, we applied a spatially local test statistic to observed data and compared results to an expectation, for the same statistic, generated from a randomization conditioned on the RSF model output. The spatial pattern of unexpected habitat use was quantified using local Moran’s I, a measure of spatial autocorrelation that identifies clusters and outliers of locations poorly predicted by the RSF model. Clusters of poorly predicted areas indicate subregions of the study area where the RSF model has under-predicted bear occurrence and may reflect a region for further analysis. As such, environmental conditions at unexpected clusters of locations were evaluated to inform RSF model input variables and attribute relationships.

METHODS

Study area

The 38,705 km² study area is situated along the eastern slopes of the Canadian Rocky Mountains in west-central Alberta (53°25'N, 117°34'W, Fig. 1). The climate is typified by an average temperature range of 11.5°C in the summer to −6.0°C in the winter and an annual precipitation of 538 mm (Beckingham et al., 1996). Local climate is strongly influenced by the elevation, which varies from 770 m to > 3500 m. Because of the short growing season and limited availability of high protein foods, grizzly bear populations occur at relatively low densities (about 4.79 bears per 1000 km²) (Boulanger et al., 2005).

Bear location data

From 1999 to 2003, female grizzly bear telemetry location data were collected as part of the Foothills Research Institute Grizzly Bear Research Program. Bears were captured using leg snaring and immobilization techniques (Stenhouse & Munro, 2000; Cattet et al., 2003). All capture efforts followed the Canadian Council of Animal Care protocols (Animal Use Protocol number 20010016). Bears were collared with either a Televilt (Lindesberg, Sweden) Simplex GPS radio collar or an Advanced Telemetry System (ATS, Isanti, MN, USA) GPS radio collar. The collars download six spatial locations per day, at 4- h intervals, with a spatial accuracy of approximately 10–20 m (Stenhouse & Munro, 2000; Nielsen et al., 2004b; Linke et al., 2005). Telemetry data from 1999 to 2002 were used to develop the RSF models, while data from 2003 were used for model evaluation. Therefore, we were testing the RSF model’s ability to predict locations of bears in the following year with data not used in model creation. Only female bears with 50 or more telemetry locations per season were included, as recommended by Leban et al. (2001). In total, we used 3570 bear location points from nine bears to evaluate the RSF model (Table 1).

Resource selection function model

Seasonal presence/available RSF models were created by Nielsen (2005) using telemetry data from 1999 to 2002 to evaluate third-order (Johnson, 1980) habitat selection for adult female grizzly bears using logistic regression that estimates relative likelihoods with an exponential model. The spatial resolution of the RSFs was 30 m by 30 m. To account for seasonal variations in habitat use, three separate RSF models were estimated based on major changes in the phenology of vegetation (i.e. forage species) and habitat use patterns (Nielsen et al., 2003, 2004a). The three model seasons are as follows: spring (hypophagia, 1 May to 15 June), summer (early
hyperphagia, 16 June to 15 August) and autumn (late
hyperphagia, 16 August to 15 October). Values from the
seasonal RSF models were classified into ten ordinal RSF bins
ranging from 1 (relatively low probability of female bear
occurrence) to 10 (relatively high probability of female bear
occurrence). Environmental variables, recorded at presence
and available locations, were used to quantify habitat selection
patterns for the remainder of the study area and included land
cover type, distance to edge, forest age, compound topographic
index, terrain ruggedness index (Nellemann & Cameron, 1996)
and global solar radiation (Table 2). [Table 2 includes a brief
justification for each covariate, but see Nielsen (2005) for
further discussion.] Telemetry points used for evaluation were
evenly dispersed throughout the seasons with 1102 occurring
in spring, 1249 occurring in summer and 1219 occurring in
autumn.

**Supplementary landscape data**

Additional landscape data, namely distance to water and
elevation, were used to explore characteristics of locations
where the observed frequency of bears was statistically
unexpected given chance, conditioned on RSF model output.
These variables were chosen because of their use in other
grizzly bear RSF modelling projects (e.g. Nielsen et al., 2002;
Nielsen et al., 2009; Ciarniello et al., 2007). Distance to water
was calculated using the straight-line Euclidean distance to the
nearest water feature. Elevation was based on a 100- m digital
elevation model for the province of Alberta.

**Model evaluation**

Locations where bear habitat use was statistically higher than
predicted by the RSF, which we refer to as unexpected locations
(i.e. under-predicted; false negative), were identified by
comparing the observed spatial pattern of bear telemetry
points to a reference distribution of spatial pattern. The
reference distribution was generated by a randomization
conditioned on the RSF (see Fig. 2). Five steps were used to
identify unexpected locations. First, the study area extent was
limited to locations available to grizzly bears (Areal restric-
tions). Second, the number of telemetry points for random-
ization to each RSF bin was calculated using a utilization
function (Calculating telemetry points within each RSF bin).
Third, we randomized telemetry points conditional on the RSF

---

**Table 1** Number of adult female bear radiotelemetry locations per season.

<table>
<thead>
<tr>
<th>Bear</th>
<th>Spring</th>
<th>Summer</th>
<th>Autumn</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>g03</td>
<td>96</td>
<td>180</td>
<td>232</td>
<td>508</td>
</tr>
<tr>
<td>g10</td>
<td>99</td>
<td>134</td>
<td>142</td>
<td>375</td>
</tr>
<tr>
<td>g12</td>
<td>199</td>
<td>170</td>
<td>–</td>
<td>369</td>
</tr>
<tr>
<td>g23</td>
<td>106</td>
<td>145</td>
<td>119</td>
<td>370</td>
</tr>
<tr>
<td>g28</td>
<td>234</td>
<td>242</td>
<td>273</td>
<td>749</td>
</tr>
<tr>
<td>g40</td>
<td>163</td>
<td>181</td>
<td>216</td>
<td>560</td>
</tr>
<tr>
<td>g48</td>
<td>–</td>
<td>62</td>
<td>56</td>
<td>118</td>
</tr>
<tr>
<td>g60</td>
<td>103</td>
<td>–</td>
<td>–</td>
<td>103</td>
</tr>
<tr>
<td>g100</td>
<td>102</td>
<td>135</td>
<td>181</td>
<td>418</td>
</tr>
<tr>
<td>Total</td>
<td>1102</td>
<td>1249</td>
<td>1219</td>
<td>3570</td>
</tr>
</tbody>
</table>

**Table 2** Variables used in the creation of the resource selection functions (RSF) models, as demonstrated by Nielsen (2005).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Justification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Land cover</td>
<td>Composed of 10 classes; 6 forest classes (closed conifer, open conifer, mixed, deciduous, treed-bog, and regeneration forest), 3 open classes (alpine/herbaceous, non-vegetative, and open-bog/shrub), and 1 anthropogenic class</td>
<td>Proven to be an important variable in other grizzly bear habitat mapping (Nielsen et al., 2002, 2003)</td>
</tr>
<tr>
<td>Distance to forest/non-forest edge</td>
<td>Distance in metres (standardized to 100 m increments) to a forest edge</td>
<td>Accounts for grizzly bears preference for edge habitats (Nielsen et al., 2004a)</td>
</tr>
<tr>
<td>Forest age</td>
<td>Extracted from Alberta Vegetation Index (AVI) data and GIS maps of fire history from Foothills Model Forest (FMF; Hinton, Alberta)</td>
<td>Represents grizzly bear’s selection for different forest ages, i.e. young regenerating stands (Nielsen et al., 2002)</td>
</tr>
<tr>
<td>Compound topographic index</td>
<td>Represents soil moisture</td>
<td>Impacts the bear’s use of microsites in clearcuts and locations of key food resources (Nielsen et al., 2004a,c)</td>
</tr>
<tr>
<td>Terrain ruggedness</td>
<td>Generated by modifying Nellemann &amp; Cameron’s (1996) equation that takes into account changes in aspect and elevation</td>
<td>Used previously to model grizzly bear habitat selection and mortality risk (Nielsen et al., 2004c)</td>
</tr>
<tr>
<td>Global solar radiation</td>
<td>Calculated on 3 days throughout the summer</td>
<td>Combined with slope–aspect relationships has been shown to influence habitat selection of sites within forest stands by grizzly bears (Nielsen et al., 2002, 2003, 2004a)</td>
</tr>
</tbody>
</table>
and accounted for the spatial autocorrelation in the empirical data (*Conditional randomization*). The randomization procedure was repeated 99 times. Fourth, we applied a test statistic, quadrat counts, to the observed data and to all randomization outputs (*Test statistic*). The quadrat count was calculated for RSF bins categorized into groups of high, medium and low RSF values. Fifth, unexpected locations were identified by comparing the observed quadrat counts to the reference distribution generated from the 99 randomizations (*Identifying unexpected locations*).

**Areal restrictions**

The spatial extent used for randomization can influence model accuracy assessment results (Lobo *et al.*, 2008). As the area from which available locations are drawn increases, the likelihood that these locations are more environmentally distinct from the species presence location also increases (Lobo *et al.*, 2008). As the RSF model we were evaluating was based on third-order (Johnson, 1980) habitat selection, the spatial extent of each randomization was limited by fitting a minimum convex polygon (MCP) to each individual bear’s telemetry data. MCPs have previously been used to define available locations for species (e.g. Frair *et al.*, 2004) and ensure that telemetry points are only assigned to areas deemed *available* to bears (Nielsen *et al.*, 2002; Buskirk & Millspaugh, 2006; Thomas & Taylor, 2006). We further restricted the study area by excluding water bodies and elevations above 2500 m (rock, snow, and glaciers), as higher elevations are not typically used by adult female bears (McLellan & Hovey, 2001).

**Calculating the number of telemetry points expected in each RSF bin**

To map locations where observed bear occurrence is unexpected, we first generated maps of expected bear occurrence as a baseline for comparison. A basic premise of an RSF model is that animal occurrence (per unit area use of habitats) should increase with increasing RSF bin value (Nielsen, 2005). The expected number of animal occurrences in each RSF bin
should, therefore, be a result of RSF bin value and its area. To determine how many bears are expected in each RSF bin, we followed Johnson et al. (2006) who evaluated a presence/available RSF model by comparing expected bin utilization values or the expected proportion of animal occurrences in each RSF bin, to observed bin animal frequencies. Accordingly, the utilization $U(x_i)$ value for each bin $x_i$ is estimated as

$$U(x_i) = \frac{w(x_i)A(x_i)}{\sum_j w(x_j)A(x_j)}, \quad (1)$$

where $w(x) = \text{the raw midpoint value of the RSF bin } x$, $A(x_i)$ is the area of bin $x_i$, and $x_j$ is the total number of RSF bins, $x_j = 1,2,\ldots,10$ (Boyce & McDonald, 1999; Johnson et al., 2006). The number of expected bear locations in each RSF bin ($N_i$) was calculated as:

$$N_i = N \times U(x_i) \quad (2)$$

where $N$ is the number of observed telemetry points for the particular bear and $U(x_i)$ is utilization function calculated in equation (1). This equation relates a larger number of bear telemetry locations to high RSF bins and a smaller number to low RSF bins.

**Conditional randomization**

For each RSF bin, we randomized points conditioned on the RSF model and accounted for the spatial autocorrelation present in the empirical data. Wildlife location data are inherently clustered or spatially autocorrelated (Swihart & Slade, 1985; Otis & White, 1999; Cushman et al., 2005). We replicated potential spatial autocorrelation to reduce the likelihood of Type 1 errors (see Fortin & Jacquez, 2000). Given that approximately half the quadrats contained telemetry points, we randomly selected half the quadrats and allocated telemetry data to these quadrats. Data were allocated following an inhomogeneous planar Poisson process (Getis & Boots, 1988) or a Poisson process that varies spatially, conditioned on the RSF model. The process of randomly selecting quadrats and conditionally allocating points was repeated 99 times.

**Test statistic**

We used quadrat counts as a test statistic and compared the number of telemetry points in each quadrat to the number of conditionally randomized points in the same quadrat. While a test statistic could be calculated for each RSF bin, to aid interpretation we aggregated bins into three equal area classes: low RSF (bins 1–4), medium RSF (bins 5–7) and high RSF (bins 8–10). We selected a quadrat size of 2 km by 2 km to ensure that there were an equal number of quadrats containing empirical telemetry points and quadrats remaining empty, as recommended by Getis & Boots (1988). If quadrats are too small, the likelihood of Type 1 errors will increase, as points may appear more or less clustered than random because of the quadrat size. If quadrats are too large, the likelihood of spatial stationarity within the quadrat is reduced and results will reflect a mixture of ecological processes and limit interpretation. For each of the three RSF bin groups, the quadrat count was calculated for observed telemetry data and for the 99 randomizations.

**Identifying unexpected locations**

For each bear, statistically unexpected locations were detected in the three RSF bin groups by comparing the observed quadrat count to a reference distribution of count values at each quadrat generated from the 99 randomizations. An unexpected location occurs when the empirical test statistic (the observed quadrat count) has a higher value than that of the other 99 quadrat count permutations. We use a one-sided 99% ($\alpha = 0.01$) confidence interval based on the highest quadrat count in the 99 randomizations to identify such locations. Three unexpected locations categories were generated: (1) bear use greater than expected in the low RSF values; (2) bear use more than expected in the medium RSF values; and (3) bear use more than expected in the high RSF values.

While the RSF model was assessed using individual animals, results were summarized for all animals by dividing the number of times the quadrat was unexpected by the total number of bears intersecting the quadrat. Integrating individual bear results produced maps of quadrats having RSF values that are always, rarely, or never unexpected.

**Exploring model errors (unexpected locations)**

The spatial pattern of model error was quantified using local Moran’s $I$ that can be used to identify clusters and outliers of extreme values relative to the mean (Anselin, 1995; Nelson & Boots, 2008). Landscape characteristics (distance to water and elevation) underlying the statistically unexpected quadrats were assessed to demonstrate exploring variables contributing to errors of under-prediction. The relative frequency distribution for landscape characteristics within the statistically unexpected quadrats was compared to the distribution of values for all quadrats within the home range. Landscape characteristics were assessed for two grizzly bears for the low RSF values in the spring season. Spring was selected because the spring RSF model was the least accurate at predicting bear occurrence compared to the other seasonal RSF models. The two grizzly bears chosen had overlapping home ranges and the greatest number of statistically unexpected quadrats; thus, their habitat use was particularly problematic for the RSF model’s predictive success.

**RESULTS**

**Conditional randomization**

Of the 2655 quadrats generated for individual bears, 1456 (55%) represented areas with more than one grizzly bear seasonal home range (Fig. 3). The RSF under-predicted bear occurrence at low RSF values in 152 quadrats (6%), medium
RSF values in 153 quadrats (6%) and high RSF values in 100 quadrats (4%) (Table 3). Seasonally, the spring RSF model contained the greatest proportion (5–9%) of unexpected quadrats (quadrats with more bear presence than expected), compared to 3–4% of quadrats in summer and 4–6% in autumn (Table 4).

Characterization of unexpected locations

The spatial pattern of unexpected quadrats for the RSF models is illustrated in Fig. 4. The unexpected quadrats were spatially clustered, especially in the northeast portion of the study area, while outliers tended to be located on home range peripheries. The frequency distribution of landscape characteristics underlying expected and unexpected quadrats for two grizzly bears in low RSF values for spring can be seen in Fig. 5. The first bear had 9% of their quadrats identified as unexpected through the randomization process, while the second had 10% identified as unexpected. The cluster of the unexpected quadrats for these bears can be identified as extreme error in the east-central portion of Fig. 4. The frequency distribution of values for elevation for both bears was similar for the unexpected and the expected values (Fig. 6). In contrast, for distances to water, the unexpected quadrats in low RSF values occurred more frequently at distances between 10 and 14 km than the expected quadrats in low RSF values.

DISCUSSION

Despite the wide-scale use of SDMs and recognition of the importance of spatial accuracy assessments, majority of SDM evaluation methods are largely aspatial (Zhang et al., 2005). Given that most animal habitats have varying degrees of heterogeneity, and thus are spatially varied, this represents a limitation of such models. We introduce a new spatially explicit approach to evaluating species distributions and demonstrate the approach on an RSF model.

Spatially explicit model evaluation techniques typically require quantitative model output (e.g. Anselin, 1988; Zhang et al., 2005). The primary benefit of our approach is that it enables assessment of model error for quantitative and categorical model output, which is typical for SDMs. Our approach is also useful when observed data are used for assessment of probabilistic model output, because observations at locations of low probabilities are not necessarily errors. A second benefit is that the conditional randomization approach may be used at multiple spatial scales. By varying the grain size, or even shape, of the local test statistics and the extent from which species locations are allocated, researchers could examine the impact of scale and determine at which scale the model is most accurate (Jelinski & Wu, 1996). For example, if we were interested in population-level grizzly bear habitat use, we could increase the grain size of the test statistic quadrats and change the extent to a landscape scale, as opposed to the individual

Table 3: Quadrats where the number of observed bears is statistically higher than expected based on random process conditioned to the resource selection functions (RSF).

<table>
<thead>
<tr>
<th>RSF value</th>
<th>Number of quadrats (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>152 (6)</td>
</tr>
<tr>
<td>Medium</td>
<td>153 (6)</td>
</tr>
<tr>
<td>High</td>
<td>100 (4)</td>
</tr>
</tbody>
</table>

Table 4: Number of quadrats for each season where the number of observed bears is statistically higher than expected based on random process conditioned to the resource selection functions (RSF).

<table>
<thead>
<tr>
<th>RSF value</th>
<th>Spring (%)</th>
<th>Summer (%)</th>
<th>Autumn (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>72 (8)</td>
<td>44 (4)</td>
<td>36 (5)</td>
</tr>
<tr>
<td>Medium</td>
<td>74 (9)</td>
<td>39 (3)</td>
<td>40 (6)</td>
</tr>
<tr>
<td>High</td>
<td>41 (5)</td>
<td>29 (3)</td>
<td>30 (4)</td>
</tr>
</tbody>
</table>

*Total number of quadrats: spring = 896, summer = 1056, autumn = 730.
bear home ranges. A third benefit is that unlike analysing model residuals, our method is not based on the statistical model used to create the SDM and, as a result, can be applied to SDMs constructed with presence/available, presence-only and presence/absences species locations. Finally, the conditional randomization method enables identification of areas where modelled values are significantly different than expected based on a null hypothesis. While the most common null hypothesis is that processes are random, other null hypotheses could be tested.

We demonstrated our conditional randomization method for assessing local, spatial SDM accuracy using female grizzly bear presence locations. The bear locations were conditioned on the RSF model, based on the RSF bin utilization value.
Figure 6 Distribution of elevation and distance to water for two bears in low resource selection functions (RSF) values during spring: unexpected areas are indicated by the solid lines; all locations within the bear’s home ranges are indicated by the dotted lines.

\[ \sum_{i=1}^{n} U(x_i); \text{the number of bear presence locations that is predicted to be in each RSF bin according to resource preference and area bin}. \] Boyce et al. (2002) and Johnson et al. (2006) both used the utilization formula combined with k-fold cross-validation to evaluate spatially explicit RSF model predictions. Boyce et al. (2002) compared the area-adjusted utilization value for each RSF bin \[ U(x_i) \] to the RSF bin rank using Spearman rank correlation. Instead of relying on bin ranking, Johnson et al. (2006) calculated the expected number of animal locations in each RSF bin \( N_i \) from the utilization value \[ U(x_i) \] and compared this value to the observed number using linear regression and chi-square tests. Our method differs from that proposed by Boyce et al. (2002) and Johnson et al. (2006) because we compared the expected number of bear telemetry locations in each RSF bin \( N_i \) to a randomization conditioned on the RSF model and summarized with a test statistic. As a result, unlike the previous authors who obtained overall, global accuracy measures, we were able locally and spatially evaluate the RSF model.

Using conditional randomization and a grizzly bear presence data set, we demonstrate that the RSF models predict bear occurrence well, as only approximately 5% of the study area was identified as under-predicting bear occurrence. High RSF values were predicted most correctly in comparison with low and medium RSF values. However, there was model error in all RSF values, indicating that the model was under-predicting bear occurrence at all levels of habitat selection.

Although RSF models performed best in high RSF values, unexpected locations identified in these high values may indicate the need for further scaling of the RSF model output. The high RSF values may, in fact, not be ranked high enough and may be too inclusive. As RSF values are categorical, the actual difference in range of raw RSF values varies between each categorical bin. For example, the difference in raw bear selection values between bins 1 and 2 is smaller than the difference between bins 9 and 10. The number of RSF bins and the range of raw RSF values included in each bin can be arbitrary, and the sensitivity of RSF model results to the RSF bin designation has been noted by other researchers (e.g. Boyce et al., 2002; Hirzel et al., 2006). The RSF input attribute relationships could also be adjusted to better distinguish differences between the high and medium RSF bins. Researchers have noted that similar issues of convoluted habitat preferences result from uneven distribution and proportion of presence/absence sampling (see Real et al., 2006). Irrespective of these sampling issues, identifying locations in high RSF values where bear occurrence is greater than predicted is particularly important when making local management decisions. Locations where predicted use is high and actual use even higher may not be caused by scaling or sampling, but may actually represent important areas for habitat conservation.

The accuracy of the grizzly bear RSF models varied seasonally with the summer RSF model performing best and spring RSF model performing poorest (i.e. rank of performance: summer > autumn > spring). This result contrasts with the finding of Nielsen (2005) who, using Somer’s D and Spearman’s rank correlation, found that the autumn RSF model performed best and the summer RSF model performed poorest (i.e. performance rank: autumn > spring > summer). The disparity between our spatial and Nielsen’s (2005) aspatial accuracy assessment techniques relates to Nielsen’s (2005) rank method as it is insensitive to the amount of variation between RSF bin values. By incorporating expected habitat, via conditional randomization, we used probabilistic comparisons that determine whether bear habitat use was greater than expected based on chance conditioning.

Using local spatial statistics, we identified clusters and outliers of significant error in unexpected locations. Unexpected clusters were located in core areas that coincided with increased use by bears. The exception to this is the linear cluster of unexpected quadrats in the northeast portion of the study area, which resulted from a single bear. Relative to other bears, this particular bear’s seasonal home range had an exceptionally large spatial extent that was more than twice as large as other bears’ ranges (1302 km$^2$ compared to an average of 505 km$^2$), and its movements were fundamentally different than that for the other bears. Hence, we consider this bear’s movements to be a statistical outlier. Using individual-based
analyses, we were able to identify this cluster as resulting from a bear’s behaviour and not as an area of high inaccuracy in the RSF model.

Contrasting to the clusters of error, outliers of error occurred on the peripheries of home ranges, usually in locations of few bears. Outliers are locations where low accuracy is surrounded by high accuracy. In cases where model spatial resolution is fine, outliers may have minimal impact. As model spatial resolution becomes coarser, outliers represent a greater area, and errors may warrant further investigation because model relationships may be unique at these locations.

When the observed spatial pattern of habitat use is highly variable, we recommend considering randomization algorithms that account for empirical variation in the spatial pattern of telemetry locations (e.g. the frequency distribution of the observed number of telemetry points within each quadrat). During randomization, the number of telemetry points to be allocated to each quadrat may be randomly extracted from the frequency distribution and thus will more appropriately mirror the observed bear behaviour. In some instances, it may also be necessary to vary quadrat size when the spatial extent of the home range is inconsistent but the number of telemetry points is similar.

The methods we have outlined can be used to both validate a model and identify adjustments to improve model performance. By identifying locations of model inaccuracy, one can recognize and map errors. Furthermore, one can examine landscape characteristics at these locations that may be causing their deviation from the model’s prediction. We demonstrated this examination of characteristics with two variables, elevation and distance to water, both of which were not included in the creation of the RSF model, but were shown to be relevant in other grizzly bear RSF models (e.g. Nielsen et al., 2002, 2009; Ciarniello et al., 2007). While elevation was similar in both expected and unexpected areas, the spring RSF model was under-predicting distances to water between 10 and 14 km. In other words, there were more bear occurrences than expected in low RSF values within this distance to water. Once locations of model inaccuracy are identified, there is an opportunity to spatially adjust model parameters to incorporate observed relationships at poorly predicted locations. For example, bear occurrence may be higher than predicted in some low RSF bins because of the proximity of these locations to high resource abundance. Spatially explicit parameters could be incorporated into the creation of the RSF model by adding a spatial neighbourhood attribute that considers the relationship between the RSF value of a cell and its neighbours. It may be beneficial for a cell with a low RSF value surrounded by high RSF values to receive a higher value in the final RSF model.

While we demonstrated our conditional randomization method using an RSF model, it is applicable to all SDMs, including those constructed from presence/absence data. For example, our method could be used to assess the spatial accuracy of a plant SDM built on species presence/absence data. Relevant areal restrictions may be applied to limit the randomization extent (see Lobo et al., 2008 for relative occurrence area discussion). The plant presence/absence data could be randomized conditioned on the SDM model such that presence locations are randomized to species occurrence areas and absences randomized to areas where the species is not found. A quadrat could be used as the test statistic to summarize the observed plant presence and absence in comparison with the randomized ‘expected’ results. Local Moran’s I could then be applied separately for the presence and the absence data to identify clusters of inaccuracy in model presence and absence predictions. Lastly, environment conditions at the error clusters may be analysed to ascertain which environmental variables could be adjusted or added to better determine species presence and/or absence.

CONCLUSIONS

The risk in using single or summary statistics to validate the performance of a model across a study area has been cautioned by some researchers (e.g. McGwire & Fisher, 2001), because underlying processes may vary geographically, particularly in large, diverse areas (Dale & Fortin, 2002). Our findings support this notion of spatial variability in model accuracy. With the growth of large datasets, assessing model spatial accuracy is becoming increasingly critical (McGwire & Fisher, 2001). Information on geographical variations in model accuracy provided in the metadata may be important for making local land use decisions. The conditional randomization method presented here has several advantages. The main advantage over other spatial analysis approaches is that it is designed for use with categorical and probabilistic model output. It enables local and mappable evaluation of accuracy, is independent of thresholds (unlike confusion matrix-based techniques), and can be applied to both presence/absence and presence/availability models. Furthermore, when integrated with additional data, accuracy assessment results can provide information on how to improve future model output.
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